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Abstract—In this paper, we propose a secure programmable fog architecture for future Internet of Things (IoT) applications. The programmable feature in the proposed architecture enables us to achieve additional flexibility and support changes over the fog nodes deployed on a large scale network, where individual fog nodes are managed by the centralized fog controller. Specifically, the exchange of programmable content between the controller and the nodes is secured using blockchain. The performance evaluation of the proposed scheme shows significant improvements in reducing downtime and increasing reliability, as compared to conventional fog computing schemes.
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I. INTRODUCTION

Fog computing is fast becoming a norm, particularly in timely or latency-sensitive applications. There have also been recent attempts to integrate fog computing with other consumer technologies, such as Internet of Things (IoT) [1], [2]. However, challenges such as programmability and security have yet to be fully addressed in the current literature [3], [4]. For example, in a fog-based industrial IoT (IIoT) setting, we need to ensure the system has the capability to support machine configuration changes and updates, monitoring of system/network data/status (e.g., to detect failing IoT devices or other components, or potential attacks), management of sensor and actuator nodes, data exchanges between controllers and locally installed fog nodes and machines, etc. Besides, fog nodes are typically tasked to perform (preliminary) data analytics on the received data, and a range of other activities that require information exchange [5]. These activities reinforce the importance of robust programmability and secure data exchange technique. In addition, to facilitate future audits or forensic investigation, a trusted transaction log (that records the transactions associated with the various fog devices) should also be maintained.

There have been efforts dedicated to designing different architectures and solutions to address the different challenges in a fog computing deployment [6]. Large amount of unprotected data in IoT infrastructure demands for precise security system models in IoT deployments [7]. One particular research trend is to design blockchain-based solutions [8], partly due to its underpinning properties (e.g., decentralization, transparency, immutability). For example, such solutions maintain a distributed ledger among participating peer nodes in a P2P network in the form of a chain or sequence of individual units called blocks to keep a log of the accepted transactions. Each block is related to the previous block by its hash value, and thus any modifications can be detected.

While software defined networking (SDN) [9] is another viable solution, the programmability in SDN is limited to the network’s dataplane. In other words, the programmability feature in fog computing can be used to achieve more efficient management for a task, resource, Quality of Service (QoS) in dynamic IoT (and IIoT) applications. Both runtime and dynamic reconfiguration of the fog nodes by remote programmability are critical tasks; therefore, it is important to ensure security while programming the nodes. Thus, we explore the utility of blockchain in this paper.

Specifically, we design a blockchain-based fog architecture for dynamic IIoT settings. In the proposed architecture, a central cloud/controller centrally manages all fog nodes, and remotely reprograms and re-configures new policy changes according to user/system requirements – see Section III. We also describe and discuss the performance evaluation of the proposed architecture in Section IV. In the next section, we will briefly review the related literature.

II. RELATED LITERATURE

In the current fourth industrial revolution (also referred to as Industry 4.0), different technologies (e.g., 5G, IIoT and blockchain) have been integrated to achieve high-end provisioning of different industrial functionalities in a broad range of applications. One particular trend is extending fog computing to support Industry 4.0 applications, for example to facilitate local processing and minimizing latency for control and time-critical actions (e.g., through actuators and robots) – see also Table I. Fog computing can serve as a micro or
nano data center, a cloudlet, an edge device in the vicinity of the industrial environment. Sharma et al. [10], for example, proposed an SDN-based architecture for the distributed fog network. Blockchain has also been integrated in fog-based system to achieve other functionalities [11].

Table I

<table>
<thead>
<tr>
<th>Works</th>
<th>Security</th>
<th>Programmability</th>
<th>Dynamicity</th>
<th>Fog</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12], [13]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[14]</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[15]</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>[16]</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>[17]</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>[11]</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>This Work</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

Existing solutions are generally designed to provide dynamici
ty in task scheduling, resource allocation, actuation strate
gies, and management functionalities within the fog node’s pre-programmed configuration. A centralized, programmable solution for the fog nodes can benefit large scale fog-based network. However, there is the single point of failure / attack risk, since the control lies with some central entity. Hence, this reinforces the importance of distributed systems to mini
mize such risks (inherent of centralized architectures); thus, our choice of blockchain in this paper. Specifically, using blockchain a copy of all transactions are distributively present in all fog nodes.

However, designing a secure programmable fog architecture, particularly in the presence of dynamic IoT and IIoT system requirements, is a challenging task.

III. PROGRAMMABLE AND SECURE FOG ARCHITECTURE

Here, we present our programmable fog architecture for supporting the dynamic requirements in IoT and IIoT systems. In the proposed architecture, the fog controller centrally manages the fog/edge nodes for placing, programming, and reconfiguring different rules according to current requirements. As the fog nodes may have limited computation and storage capabilities, it is essential to incorporate the programmability feature into the fog nodes.

As shown in Fig. 1, the proposed architecture is similar to a normal cloud-fog architecture, with the exception of the programmable feature that is extended from the cloud/controller. The controller can remotely and dynamically reprogram the fog nodes based on the (changing) requirements. Security is always a key consideration in any system, including blockchain- and fog-based systems. Transactions while creating or reconfiguring task, resource, actuation, and management can be considered as related parameters involved in programmable fog. A private Blockchain is integrated across the network of fog nodes for different transactions involved in a programmable cloud-fog architecture.

A. Programmable Fog Architecture

As IoT deployments can be dynamic, as previously discussed, we can periodically or as per demand schedule the requested services at the fog nodes. A central controller takes charge of delivering different tasks at the fog node, as per the controller schedule/request from fog nodes. The task running on the fog nodes is on-demand from the device-level network, based on the application context. It is, however, not always possible to have a skilled professional to continuously monitor the deployed nodes / devices and attend to changes physically. Hence, there is a need to add a programmable feature to fog nodes, in order to facilitate the dynamic management of fog nodes.

Fog nodes are programmed by passing arguments through the programmable application programming interfaces (APIs). For example, there are different types of tasks performed by the fog nodes at different times. The same fog is allocated to various tasks on-demand by changing the argument parameter in the programmable feature. The addressed programmable feature includes different types of services.

We will discuss the services based on a generalized industrial use case here. This can include services like adopting the best possible actuation strategy under different situations to control either the machines or to meet the industrial safety requirements. We may also need to run different monitoring services like machine health, production management, local filtering of data before sending it to the cloud, and other various analytic services. The programmable API can be a simple transmission control protocol (TCP) socket or some heavy orchestration tools.

In the present work, we used client-server-based TCP sockets to manage the programmable feature in the fog nodes. Table I presents the comparative summary of existing fog and cloud-based solutions for IoT deployments. Unlike these existing approaches, our proposed architecture enables programmability in fog nodes (e.g., dynamic reprogramming and reconfiguration of fog nodes features). Along with the programmable feature, the proposed architecture utilizes blockchain to allow secure data transmission. Thus, we achieve QoS parameters like security, programmability, dynamicity.

B. A Blockchain-based Secure Fog

As previously discussed, we utilize a private blockchain to facilitate the secure exchange of data (e.g., programmable contents) in the proposed architecture. There are two types of transactions involved, namely: the program request from fog node to controller, and program delivery to requested/scheduled fog node. The blockchain ledger is distributively maintained in all the participating nodes, and every information or data exchange is recorded in the form of unique transactions in the blocks. A transaction here contains information like timestamp, unique program ID and recipient fog ID. The recipient node verifies each digitally signed transaction received from the sender node. Only upon successful verification will the ledger be updated with a new transaction. This process repeats until the maximum permissible storage.
capacity of the ledger is reached. The participating miners work to generate a unique hash key and show their proof of work in order to form a block, which is then added to the blockchain.

Tampering a single transaction can only be possible if the hash value of all the blocks in a Blockchain can be tampered with, which is a time-consuming and expensive process. In addition, each computing node has a copy of the blocks of transactions recorded. Hence, it is computationally challenging for an attacker to modify any data without detection, since all the other nodes in the network have a local copy of the blockchain. This also facilitates auditing and traceability. We also remark that in such a design, if the controller is replaced, the new controller can download the entire history from the blockchain. Fig. 2 presents the blockchain-based programmable fog network.

Algorithm 1 presents the program at the controller, where the controller first selects a node from the set of available fog nodes $F_x$. It checks if there is a request for any changes in the program demanded from the selected fog. If the condition is fulfilled, the desired program or programming parameter $P_l$ is sent to the selected fog through some API. Before sending, the controller digitally signs the transaction. In case the node is found to be faulty, the task running at the faulty node will be sent to another available fog node.

A service request can also be sent to the concerned service provider using a smart contract, which is presently not included in this paper. If the controller does not receive a positive acknowledgment from the receiver node, it re-initiates the service associated with the transaction. This process repeats for all fog nodes in periodically.

Algorithm 2 describes the computations at the fog nodes. Fog nodes request for new program and check for acknowledgment from the controller. If there is an acknowledgment, then the fog nodes wait and receive the program $P_l$ from the controller. It will verify the integrity of the received transaction. Following which the transaction $T_n$ is recorded within a current block line $B_l$ is less than maximum block size, $B_{max}$. Otherwise, the nodes run a consensus algorithm
Algorithm 1: Secure Programmable Controller

Input: Central controller: \( C_i \); Fog: \( F_x \) Programmable Parameters(\( P_l \))
Output: Program the Target Fog node

Procedure Program target nodes

1. Select \( F_x \)
2. if request for change then
3. \( \text{choose } P_l \)
4. Select available Fog nodes API(\( P_l \))
5. // programmable parameters or program files are passed as arguments through API to the selected Fog node
6. if fault then
7. \( \text{find available Fog } \) API(\( P_l \))
8. else
9. Repeat from step 4
10. Digitally signs transaction
11. if Receive(positive Ack)== True then
12. Record(\( T_n \))
13. else
14. Repeat from step 4
15. Resend(\( T_n \))

Algorithm 2: Secure Programmable Fog nodes

Input: Central controller: \( C_i \); Fog: \( F_x \) Programmable Parameters(\( P_l \))
Output: Recieve programmable parameters, Blockchain update

Procedure Fog nodes receive programmable parameters from cloud and runs the recieved changes.

1. if ReceiveAPI(\( P_l \)) then
2. Broadcasts to all Fog nodes // programmable parameters are passed as arguments through API to the Fog nodes
3. if \( B_l < B_{max} \) then
4. verification(\( T_n \))
5. Record(\( T_n \)) // verifieved received transaction and Records new transaction in the current block
6. else
7. Run Consensus Algo
8. Record(\( T_n \)) // Records new transaction in new block
9. Repeat from step 4

and then record the transaction into a new block.

IV. PERFORMANCE ANALYSIS

We evaluate the performance of our proposed approach using lab-based experiments. Our setup comprises Raspberry Pis programmed as the fog nodes, and each of these nodes runs a predefined task. A central controller is run on a personal computer with core i5 processor, in order to manage the programmable requirements of the fog nodes. In a conventional fog architecture, human intervention is required to monitor, maintain and replace fog nodes. This increases the downtime in the case of non-programmable fog architecture. We define the downtime as the time between faulty behavior of a fog node and reactivation of the normal service. Below are metrics that can be used to quantify the performance of our proposed architecture.

The downtime in the proposed architecture is calculated as:

\[ T_{\text{down}} = T_{\text{detect}} + T_{\text{prop}} + T_{\text{trans}} + T_{\text{prog}} \]  \hspace{1cm} (1)

In the above equation, \( T_{\text{detect}} \) represents the time taken by the controller to detect any fault or failure in any fog node, \( T_{\text{prop}} \) is the propagation time, \( T_{\text{trans}} \) is the transmission time, and \( T_{\text{prog}} \) is the time taken to start execution of the program at the selected fog node. For the downtime, we perform a comparative study of downtime in proposed programmable and traditional non-programmable fog architectures. In our model, upon some node failing, the controller identifies the failure and immediately programs another available fog node to run a computation with the failed node’s program to maintain the availability of the latter’s service. The controller also receives a request from the user to provide a new program as per needed. We repeat our study for 100 different instances.

As shown in Fig.3, our proposed architecture has significantly less and constant downtime than the traditional architecture (since downtime depends on the response time of the engineer / support staff). The significant difference in the downtime is due to the independent and non-predictive time taken by the engineer / support staff to resolve the problem. However, for programmable fog the downtime is taken as the average of the downtime over all the number of runs.

Equation 2 and Equation 3 denote the cost associated with the existing fog architecture and our proposed architecture, respectively. Specifically, the cost associated with the traditional fog-based architecture can be calculated as:

\[ C_{\text{fog}} = n_1 \times (C_{\text{fn}} + C_{\text{dep}}) + n_2 \times C_{\text{down}} \times \left( \frac{T_{\text{down}}}{60} \right) \]  \hspace{1cm} (2)

In the above equation, \( C_{\text{fn}} \) is the unit cost price of a fog node, \( C_{\text{dep}} \) is the deployment cost, and \( C_{\text{down}} \) is the cost associated with downtime \( (T_{\text{down}} + T_{\text{prop}}) \) of Fog nodes.

The cost function for proposed architecture is given by:

\[ C_{\text{prop}} = n_1 \times (C_{\text{fn}} + C_{\text{dep}}) + n_2 \times C_{\text{down}} \times \left( \frac{T_{\text{prop}}}{60} \right) + n_3 \times C_{\text{tr}} - \left( \frac{n_2 B_{\text{size}}}{60} \right) \times C_{\text{reward}} \]  \hspace{1cm} (3)
In the above equation, \( n_1 \) and \( n_2 \) denote the total number of fog nodes deployed and number of nodes that was interrupted or turned down until a given time instant. \( n_3 \) and \( B_{size} \) represent the number of transactions and block size, respectively. \( C_{reward} \) is the reward cost gained by fog nodes in the blockchain network after every successful mining and \( C_{tr} \) is the cost per unit transaction.

The cost associated with the proposed architecture is then evaluated, and a comparative cost analysis is shown in Fig. 4. We consider \( C_{fn} = 30 \), \( C_{deploy} = 10 \), \( C_{down} = 5 \), \( C_{tr} = 0.25 \), and \( C_{reward} = 2 \) as respective cost prices for the simulation setup. The cost factor associated with the proposed architecture is much lower than the existing fog architecture. In the present application of a private blockchain network, we do not consider prioritization transactions. Hence, each transaction costs minimal gas price per transaction \( (C_{tr}) \) which is fixed. The total effective cost in the proposed architecture is much lower than the traditional fog architecture, due to cumulative increase in reward price over every transaction and significant reduction in loss incurred due to downtime. With increased transactions and minimal downtime, annual profit also increases.

To quantify utility and benefits of having a programmable fog architecture, we will take a simple parameterized service model for the proposed programmable fog architecture. Let \( S = f(a, b, c) \) represents a service function, where, \( a \), \( b \), and \( c \) are factors affecting the service function. \( P = [P_1, P_2, P_3] \) represent the programmable parameters associated with the factors \( a \), \( b \), and \( c \) respectively. These factors depend on the programmable parameters in different ways (\( P_1 \)-square, \( P_2 \)-inverse, \( P_3 \)-square root). Figure 5 shows the comparative analysis of output reliability for the model mentioned above between the proposed architecture and traditional fog architecture. With confirmed reconfiguration before execution of service, the proposed scheme achieves 100 percent reliability. In some scenarios, effective modification of these parameters is an essential requirement for achieving better services. In such situations, the traditional fog architecture fails to deliver more accurate output performance/service to the user.

Finally, we demonstrate the security benefits associated with the use of blockchain. In the proposed architecture, all transactions (e.g., programmable parameter via the API; see also Fig. 6) are made through a private blockchain network. An example instance of a blockchain can be seen in Fig. 7, where we achieve data confidentiality, integrity, and availability. The unique program ID ensures confidentiality as only the concerned nodes know the details and the original program...
is not revealed to other nodes in the network. Immutable recording of data in the blockchain ensures data integrity. No external attacker can successfully tamper with the data in the blockchain. Due to the distributed nature of the blockchain, availability of information regarding the transactions (programmable data content) is ensured whenever required. In case of any failure in the fog node or the controller, a copy of the Blockchain data is available with other nodes in the P2P network.

V. CONCLUSION

We proposed a new concept of programmable fog network in an IIoT setting. The proposed scheme can provide a wide range of flexibility, dynamicity, and programmability for performing different services with relatively few number of fog nodes. This is because the same fog nodes perform as a separate function as per demand. The programmability feature of fog allows for fog nodes to be programmed from a centralized controller. This work also uses ledger-based blockchain at all fog nodes that provide high-end security to protect the programmable contents shared between the controller and the fog nodes. This eases auditing and ensures trustworthiness in industrial applications.

In the future, we aim to integrate machine learning algorithms to automate the programmable feature in the proposed approach.
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